Investigating radical content on TikTok
A computational approach

Nader Hotait

Humboldt University of Berlin
Berlin Institute for Empirical Integration and Migration Research (BIM)

University of Mannheim
Graduate School of Economic and Social Sciences



mailto:nader.hotait@hu-berlin.de
mailto:nhotait@mail.uni-mannheim.de

2|15

Content

1
2
3
4

Introducing the RaPoTik project and its objectives
Current Research Design
Collecting and analyzing TikTok user data

(
(
(
(

~— — —

Open Challenges

RaPoTik




Introducing RaPoTik 3|15

Radicalization Potentials on TikTok

» Funded by the Berlin State Commission against Violence

» Goals:

(1) Reconstruct the prevalence of radical material in user feeds
("For You Page”)
(2) Measure the effect of content exposure on radicalization

» Focus on religious radicalization of German-Muslim TikTok
users
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Background

» The Internet as the main domain for radical actors and
materiall1:2:3,9,12,13,14]

» Contested relationship between social media consumption and
radicalization[”-17]

» Increasing scrutiny of recommender systems and their alleged
role in creating echo chambers/filter bubbles!*10:16:18]

» Remains unclear for TikTok
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Why TikTok?

» Extensive radical material
availablel6:15]

» Algorithms possibly opening
extremist rabbit holes!®!

» Youngest and most active
social media user basel!l]

515

» Possible effect of material
exposure to radicalization

» Ideological reinforcements
through filter bubbles

» Higher vulnerability in
younger peoplel]
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Collecting User Data

» Incentivizing German Muslims (~ 65 — 110) and Non-Muslims
(= 50) to participate in our study

» Muslims are incentivized to participate in the field experiment
and Non-Muslim only in the prior survey

» However, both groups are instructed to download their TikTok
user data and hand it over to us, accompanied by a survey

» The survey collects data on socio-demographic and ideological
indicators

» Both survey and data submission are labeled with an ID,
matched, and anonymized

» User data comes in a .json files with various user information
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Data Wrangling

» From .json files information on watched videos (links and date)
are extracted
» From those links videos are then downloaded, transcribed, and
metadata collected
> The data (>30TB expected) is hosted on designated
Humboldt University servers
> Computing power is borrowed from cloud computing
implications from Humboldt University as well
> Audio-to-text and OCR are applied from established NLP
libraries are applied to generate usable text data
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Data Analysis (Suggestions)

» Extracting important features from the
qualitative/mixed-methods stage
» Use prior knowledge to apply Topic Modelling/Detection for
topic distribution over time
» Answer to established indicators of radicalism through text
features
> Answer how certain videos relate to indicators of radicalism
(e.g. sentiment, syntax)
> Sentiments and affect intensity analysis towards markers of
radicalism
» Standard supervised learning-training/test workflow with either
quantified text variables in something like GImnet or using text
elements as classifiers similar to Naive Bayes/SVM/CNN

RaPoTik




Challenges 10| 15

What issues do we face?

» No API access
> Legality
> Efficiency

What library and models to choose from?
Lacking fidelity for OCR
Model validity for radical content

Presence of A/B testing

vVvyYyyvyy
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